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Abstract
Background  Artificial intelligence (AI) chatbots are increasingly used in healthcare to address patient questions by 
providing personalized responses. Evaluating their performance is essential to ensure their reliability. This study aimed 
to assess the performance of three AI chatbots in responding to the frequently asked questions (FAQs) of patients 
regarding dental prostheses.

Methods  Thirty-one frequently asked questions (FAQs) were collected from accredited organizations’ websites 
and the “People Also Ask” feature of Google, focusing on removable and fixed prosthodontics. Two board-certified 
prosthodontists evaluated response quality using the modified Global Quality Score (GQS) on a 5-point Likert scale. 
Inter-examiner agreement was assessed using weighted kappa. Readability was measured using the Flesch-Kincaid 
Grade Level (FKGL) and Flesch Reading Ease (FRE) indices. Statistical analyses were performed using repeated 
measures ANOVA and Friedman test, with Bonferroni correction for pairwise comparisons (α = 0.05).

Results  The inter-examiner agreement was good. Among the chatbots, Google Gemini had the highest quality 
score (4.58 ± 0.50), significantly outperforming Microsoft Copilot (3.87 ± 0.89) (P =.004). Readability analysis showed 
ChatGPT (10.45 ± 1.26) produced significantly more complex responses compared to Gemini (7.82 ± 1.19) and Copilot 
(8.38 ± 1.59) (P <.001). FRE scores indicated that ChatGPT’s responses were categorized as fairly difficult (53.05 ± 7.16), 
while Gemini’s responses were in plain English (64.94 ± 7.29), with a significant difference between them (P <.001).

Conclusions  AI chatbots show great potential in answering patient inquiries about dental prostheses. However, 
improvements are needed to enhance their effectiveness as patient education tools.
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Background
Artificial intelligence (AI) chatbots are complex comput-
erized models trained with a large corpus of textual data. 
They are capable of mimicking human language patterns 
and making meaningful conversations by benefitting 
from deep learning algorithms [1]. Various applications 
have been proposed for chatbots in the healthcare sector 
due to their ability to provide personalized responses to 
patient questions [2]. Assisting clinical decision-making, 
enhancing scientific research processes, and respond-
ing to patient questions are among the applications of 
chatbots [3]. Nonetheless, AI chatbots have several lim-
itations, such as the possibility of giving wrong or mis-
leading answers due to insufficient training data [4]. This 
is particularly important in the healthcare sector because 
such responses could be potentially harmful. Therefore, 
precise and comprehensive assessment of the perfor-
mance of AI chatbots is imperative to properly benefit 
from their capabilities in this field [5]. 

Different companies have designed and introduced sev-
eral chatbots in recent years. ChatGPT, Google Gemini, 
and Microsoft Copilot are the three pioneer chatbots 
in this field [6]. ChatGPT is the AI chatbot of the Ope-
nAI company that has attracted the attention of millions 
of people worldwide [7]. This popular chatbot uses a 
transformer model known as the generative pre-trained 
transformer and has a unique capability to respond to 
questions in the form of engaging and attractive con-
versations through supervised learning methods such 
as reinforcement learning from human feedback [8, 9]. 
Google Gemini is another chatbot with a unique capa-
bility to provide accurate and up-to-date responses by 
relying on the vast database and powerful search engine 
of Google [10]. Microsoft Copilot, previously known as 
Bing, also has numerous applications in treatment docu-
mentation processes and providing patients with practi-
cal advice by benefiting from GPT-4 and simultaneous 
access to the Internet [11]. With their evolving capabili-
ties, these chatbots have the potential to enhance patient 
education by offering accessible and reliable health 
information.

Patient education is one of the most important compo-
nents of each medical intervention [12]. Evidence shows 
that education and knowledge enhancement of patients 
increase their cooperation, self-care behaviors, and 
long-term satisfaction with the treatment [13, 14]. How-
ever, studies show a lack of patient knowledge regard-
ing dental procedures. A study revealed that edentulous 
patients had limited knowledge about their prosthetic 
hygiene [15]. Similarly, inadequate patient knowledge has 
been reported in other areas of dentistry, such as dental 
implants and fixed orthodontics [16, 17]. These findings 
highlight the need for reliable information sources to 
address patient inquiries effectively.

Given their advanced capabilities, AI chatbots have the 
potential to help mitigate these shortcomings by provid-
ing users with personalized responses and can serve as 
a viable alternative to traditional methods of obtaining 
dental health information for patients [18]. Notably, their 
success in passing professional examinations, such as the 
European Certification in Implant Dentistry and com-
prehensive licensing exams in the UK and US, suggests 
that they might be capable of answering patient inquiries 
similarly to human dentists [19, 20]. 

According to the Health Information National Trends 
Survey, the Internet is the main source of medical infor-
mation for approximately 80% of the U.S. population 
[21]. Nonetheless, despite the availability of Internet 
search engines (like Google), they have information with 
a highly variable quality level, which makes it difficult 
to assess the reliability of such sources of information 
[22]. Ayers et al. [23] found that ChatGPT responds to 
online patient questions with a higher level of empathy 
than physicians. Also, another study showed the supe-
rior performance of ChatGPT compared to the Google 
search engine in responding to patient questions regard-
ing symptom-based diagnoses [24]. However, several 
limitations remain. AI chatbots have also failed certain 
examinations, indicating inconsistencies in their knowl-
edge base [20, 25]. Concerns persist regarding bias in 
responses, ethical challenges in their application, and the 
reliability of the information they provide [5]. Therefore, 
the assessment of their accuracy and performance in dif-
ferent healthcare fields is imperative.

Several recent studies assessed the performance of 
AI chatbots as a source of patient information [18, 26]. 
For instance, a previous study reported that Gemini and 
Copilot responded to patient questions regarding chest 
X-rays with better readability but lower accuracy than 
ChatGPT [27]. Moreover, dental researchers in different 
fields, such as endodontics, periodontics, orthodontics, 
and oral and maxillofacial surgery, addressed this topic 
and unanimously reported that chatbots are efficient in 
responding to patient questions [28–31]. 

Prosthodontics is a specialized field of dentistry that 
includes a wide range of dental procedures that may gen-
erate some questions for patients [32]. Freire et al. [33] 
evaluated the accuracy and reproducibility of ChatGPT 
in responding to technical and professional prosthodon-
tic questions and reported its poor performance. They 
highlighted the need for further evaluation of the perfor-
mance of chatbots in this field, especially as a source of 
patient medical information.

Several studies have addressed the performance of 
chatbots in the healthcare field; [34–37] however, to the 
best of the authors’ knowledge, no previous study has 
evaluated the readability and quality of responses of chat-
bots as a source of information for patient questions in 
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the field of prosthodontics. Therefore, the purpose of 
this study was to assess the performance of AI chatbots 
in responding to frequently asked questions (FAQs) of 
patients in the field of prosthodontics. The null hypoth-
esis of the study was that the accuracy and readability of 
the three chatbots evaluated in this study would not be 
significantly different.

Materials and methods
The study protocol was approved by the ethics commit-
tee of Guilan University of Medical Sciences (IR.GUMS.
REC.1403.450). In this analytical cross-sectional study, 
FAQs of patients in two fields of removable and fixed 
prosthodontics were collected to assess the performance 
of AI chatbots. To ensure the representativeness of the 
selected FAQs, a systematic, multi-source approach was 
employed, incorporating institutional sources, public 
interest data, and organically generated patient inquiries.

Institutional sources  FAQs were collected from the offi-
cial websites of accredited prosthodontic organizations, 
including the American College of Prosthodontics and 
Washington State Prosthodontics. These institutions pro-
vide curated, evidence-based information, ensuring that 
commonly encountered patient concerns were included 
in the dataset. The information from these organizations 
was freely accessible to the public on their official web-
sites, and no special permissions were required for data 
extraction.

Public interest data (google trends)  To capture real-
world patient information-seeking behavior, frequently 
searched phrases related to removable and fixed prosth-
odontics were extracted from Google Trends ​(​​​h​t​t​p​s​:​/​/​t​r​
e​n​d​s​.​g​o​o​g​l​e​.​c​o​m​​​​​)​. Irrelevant items (e.g., textbook names, 
cost-related queries) were omitted to focus on clinically 
relevant inquiries (Table 1).

Google’s “people also ask” feature  To incorporate 
organic patient-generated queries, the extracted Google 
Trends terms were used as inputs in Google Search to 
retrieve questions listed in the “People Also Ask” section. 
This approach ensured the inclusion of non-specialist 

phrasing that reflects how patients naturally ask questions 
online.

The formula for the comparison of mean values in three 
groups according to the performance curve and the 
Flesch Kincaid Grade Level (FKGL) variable were used to 
calculate the sample size of the study. The minimum sam-
ple size was calculated to be 19 questions in each group 
considering the mean values of 14.3, 12.5, and 12.9 in the 
three groups, study power of 0.81, type I error of 0.05, 
and standard deviation of 1.8 [38]. 

The initial dataset of 65 questions underwent expert 
validation to enhance clinical relevance and eliminate 
redundancy. Two board-certified prosthodontists inde-
pendently reviewed all collected questions and refined 
the list. Questions that directly addressed common 
patient concerns regarding post-treatment care, progno-
sis, terminology, complications, and procedural details 
were retained, while duplicates, overly technical inqui-
ries, and those lacking sufficient clinical relevance were 
excluded. Through a consensus-based process, 31 key 
FAQs were finalized to ensure a balanced representation 
of patient concerns across different aspects of prosth-
odontic treatment (Table 2).

Three free commonly used chatbots namely ChatGPT 
3.5, Microsoft Copilot, and Google Gemini were evalu-
ated in the present study. To maximize simulation of the 
clinical setting, the most commonly used Application 
Programming Interface of each chatbot was used for 
response collection:

 	– ChatGPT: Accessed through its official website at 
https://chat.openai.com.

 	– Microsoft Copilot: Accessed through its official 
website at ​h​t​t​p​​s​:​/​​/​c​o​p​​i​l​​o​t​.​​m​i​c​​r​o​s​o​​f​t​​.​c​o​m in 
conversation mode on the “More Balanced” style.

 	– Google Gemini: Accessed through its official website 
at https://gemini.google.com.

To prevent memory retention bias, the collected ques-
tions were given to the chatbots in a separate new chat 
page. Also, all questions were asked from all three chat-
bots with no prior prompt and on the same day, and their 
first responses were collected. Finally, the examiners were 
asked to rate the responses. The Global Quality Scale 
(GQS) is a reliable tool for evaluation of the quality of 
online information sources for patients, which has been 
designed according to a 5-point Likert scale [39]. Two 
Board-certified prosthodontists independently assessed 
the quality of the responses using the modified-GQS 
(Table 3) [28]. Accordingly, the responses were evaluated 
in terms of correctness, accuracy, and completeness to 
rate their overall quality.

The examiners were blinded to the type of chatbot gen-
erating the responses, and the responses were provided 

Table 1  Final list of phrases entered in Google search to collect 
questions from the “people also ask” section after removing 
unrelated items (2004–2024)
Removable Prosthodontics Fixed Prosthodontics
Removable Denture Crown
Denture Removable Prosthodontics
Removable Partial Denture Fixed bridge
Partial Denture Fixed Partial Denture
Fixed Prosthodontics Fixed Prosthesis

https://trends.google.com
https://trends.google.com
https://chat.openai.com
https://copilot.microsoft.com
https://gemini.google.com
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to them without the source name. The weighted kappa 
was calculated to assess the inter-examiner agreement. 
According to the Altman’s classification [40], kappa val-
ues < 0.20, and between 0.21 and 0.40, 0.41–0.60, 0.61–
0.80, and 0.81-1.00 indicate poor, fair, moderate, good, 
and very good agreement, respectively. Finally, disagree-
ments between the assessors were resolved by evidence-
based discussion, and one final score was allocated to 
each response for subsequent statistical analysis. The 
selection of two evaluators was based on prior studies 

assessing AI-generated medical and dental content [28, 
41, 42]. 

Readability was assessed by using two reliable tools 
commonly used for this purpose in the literature, namely 
the Flesch Reading Ease (FRE) and the FKGL [43] 
(Table 3). In the FRE, the scores may range from 0 to 100, 
and lower scores indicate higher difficulty of the text in 
terms of readability [44]. For example, scores 0–10 indi-
cate highly difficult readability, only comprehendible by 
the American university graduates; while, scores 90–100 
indicate very easy readability comprehendible even by 
an elementary schooler. The FKGL is another tool for 
the assessment of the readability of the texts. The FKGL 
scores may range from 0 to 18, and each score indicates 
the number of years of education required to understand 
and comprehend the text [45]. According to the Ameri-
can Medical Association and the National Institute of 
Health, patient educational content and resources should 
be readable and comprehensible by individuals with 
as low as 6 years of education (6th graders). Therefore, 
scores > 80 in the FRE and < 7 in the FKGL were consid-
ered the ideal level of readability for the responses gen-
erated by the chatbots [46]. All readability calculations 
were performed by a well-known online tool available for 
this purpose at Readable.com (Added Bytes Ltd., Brigh-
ton, England).

The Kolmogorov-Smirnov test was applied to test the 
normality assumption of the data, while the Levene test 
was used to analyze the homogeneity of the variances. 
Accordingly, data were analyzed using repeated measures 
of ANOVA and Friedman test with pairwise comparisons 
with the Bonferroni test. All statistical analyses were car-
ried out using SPSS version 26 (IBM Corp., NY, USA) at 
0.05 level of significance.

Results
As mentioned earlier, for quality assessment, two expe-
rienced prosthodontists evaluated the quality of the 
responses of ChatGPT, Google Gemini, and Microsoft 
Copilot AI chatbots using a 5-point Likert scale. The 
weighted kappa values are presented in Table 4. Accord-
ing to the Altman’s classification, the inter-examiner 
agreement was good. Google Gemini acquired the high-
est (4.58 ± 0.50), and Microsoft Copilot acquired the low-
est (3.87 ± 0.89) mean quality score. Also, examiners only 
gave the lowest score (score 1) to one response, which 
was the response of Copilot to the question “is any spe-
cial care necessary for dental crown?”.

The Friedman test found a significant difference among 
the chatbots regarding the quality of their responses 
(P <.001). Subsequent pairwise comparisons of the chat-
bots regarding the quality of their responses to FAQs 
revealed the significant superiority of Gemini to Copi-
lot (P =.004). Nonetheless, the differences between 

Table 2  Final list of faqs collected on removable and fixed 
prosthodontics. The questions were provided to the AI chatbots 
in this exact format and order
Frequently Asked Questions
Removable Prosthodontics
1 How do I care for my dentures?
2 Is it normal to have sore spots after wearing dentures?
3 Can I sleep in my dentures?
4 Can I eat and speak normally with dentures?
5 Is it possible to have dentures put in the same day as 

teeth removal?
6 As a new denture wearer, the bottom denture seems 

loose. What should I do?
7 Is it possible to perfectly color-match my partial denture 

to my remaining natural teeth?
8 What do I do if my dentures feel very heavy and it is dif-

ficult to close my mouth?
9 My dentures will not stay in no matter what kind of 

adhesive I use. What should I do?
10 Is it possible to get dentures after not having teeth for a 

long time?
11 What should I do about bad breath with dentures?
12 Will Dentures change my face?
13 I’m having problem tasting food with my dentures. Is 

this normal?
14 Is it possible to change or add teeth to my denture?
15 I can’t stop gagging on my denture. What’s the problem?
Fixed Prosthodontics
1 What is the difference between crown and Bridge?
2 Why does my tooth look bulky after placing crown
3 Why is my tooth sensitive after crown placement?
4 Why do the crowns fall off?
5 Does my crown stain?
6 What happens if my crown chip off?
7 How long will a dental crown last?
8 What are the disadvantages of crowns?
9 Are crowns stronger than real teeth?
10 Does a crown require a root canal?
11 Is a crown safer than a filling?
12 What is a dental bridge?
13 Is any special care necessary for crown/dental bridges?
14 How long after crown/bridge can I eat?
15 How long should a bridge last in your mouth?
16 Can food get under bridges?
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ChatGPT and Copilot (P >.000), and ChatGPT and Gem-
ini (P =.067) were not statistically significant (Fig. 1).

Assessment of readability by the FKGL, which provides 
an objective estimate of the understandability and read-
ability of a text according to educational years, revealed 
that ChatGPT acquired the highest and Gemini acquired 
the lowest mean score (P <.05). Subsequent pairwise 

comparisons revealed that ChatGPT had significant dif-
ferences with both Google Gemini and Microsoft Copilot 
(P <.001 for both), but the difference between Gemini and 
Copilot was not significant (P =.478, Fig. 1).

The FRE used for the assessment of the educational 
level required for understanding a text revealed that 
ChatGPT acquired the lowest mean score, and its 

Table 3  Summary of the tools used to evaluate the performance of AI chatbots: *: FKGL: Flesch Kincaid grade level, FRE: Flesch reading 
ease
Accuracy and Completeness
Modified Global Quality Score (mGQS) Score
Strongly disagree: The answer and the entire content are incorrect or irrelevant. 1
Disagree: The answer is incorrect, but the content includes some correct elements. 2
Neutral: The answer is somewhat correct, but details are primarily incorrect, missing, or irrelevant. 3
Agree: The answer is correct and most of the content is correct, but it lacks information, or contains incorrect information. 4
Strongly agree: The answer is correct, and the content is comprehensive. 5
Readability
Formula Index
0.39 ((Total number of words)/(Total number of sentences)) + 11.8( (Total number of syllabes )/(Total number of words))-15.59 *FKGL
206.835–1.015 ((Total number of words)/(Total number of sentences))-84.6((total number of syllables)/(total number of words)) *FRE

Table 4  Performance metrics of AI chatbots in responding to prosthodontic frequently asked questions (n = 31)
Chatbot Quality score (Mean ± SD) weighted kappa FKGL (Mean ± SD) FRE (Mean ± SD)
ChatGPT (GPT-3.5) 4.13 ± 0.56 0.78 10.45 ± 1.26 53.05 ± 7.16
Google Gemini (Gemini 1.5) 4.58 ± 0.50 0.76 7.82 ± 1.19 64.94 ± 7.29
Microsoft Copilot (Incorporating GPT-4) 3.87 ± 0.89 0.72 8.38 ± 1.59 59.35 ± 7.42
P value <.001a - <.001b <.001b

Effect Size 0.21c - 0.52d 0.46d

Quality Score was evaluated on a 5-point Likert scale, Weighted kappa represents inter-examiner agreement, FKGL: Flesch Kincaid Grade Level, FRE: Flesch Reading 
Ease, Higher scores of FKGL and Lower Scores of FRE indicate easier readability, SD: Standard Deviation
a Statistically significant difference in the mean quality scores of three chatbots using the Friedman test, b Statistically significant difference in the mean FKGL and 
FRE scores of chatbots using repeated measures ANOVA, c Eta Squared, d Partial Eta Squared

Fig. 1  Comparison of the mean quality, Flesch Kincaid Grade Level (FKGL), and Flesch Reading Ease (FRE ) scores of the three AI chatbots. **: P < 0.001, 
*: P < 0.05
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responses were significantly more difficult to understand 
compared with the responses of Gemini (P <.001) and 
Copilot (P =.002). Gemini acquired the highest score in 
this regard, and the difference between Gemini and Copi-
lot was statistically significant (P =.022, Fig. 1).

Discussion
The present results revealed a significant difference 
among the three tested chatbots in terms of the quality 
and readability of their responses, and therefore, the null 
hypothesis of the study was rejected. The AI chatbots are 
unique in providing personalized responses and making 
conversations and, therefore, can serve as a turning point 
for patients’ access to medical information. However, due 
to their limitations, it is imperative to assess their perfor-
mance, especially in the healthcare field. For example, in 
the present study, all three chatbots acquired a score of 2 
(i.e., poor-quality response) in responding to a question. 
Giving incorrect or irrelevant information, given that it 
is believable (AI hallucination), is a major limitation of 
chatbots, which can be potentially harmful. In the pres-
ent study, reliable tools, including the GQS, FKGL, and 
FRE, were used to assess the performance of leading AI 
chatbots in responding to FAQs of patients regarding 
dental prostheses. The obtained results can aid in the 
safer and more reliable use of chatbots in responding to 
patient questions regarding different dental prosthetic 
treatments.

A comparison of the three chatbots in terms of the 
quality of the responses revealed that Google Gemini had 
a significantly superior performance than the other two 
chatbots. A previous study on chronic kidney diseases 
also revealed the superiority of Gemini in this respect 
[47]. Nonetheless, the literature is controversial in this 
regard, and some others found no significant difference in 
the accuracy or quality of the responses of different chat-
bots [48, 49]. Another study showed the superior perfor-
mance of ChatGPT in this regard [50]. The high variation 
in tools used for quality assessment of responses may be 
one reason for this controversy. Developing a reliable 
tool for the exclusive assessment of the performance of 
AI chatbots would be useful in solving such ambiguities. 
Significant differences in training data may be another 
reason for variations in the reported results. The perfor-
mance of chatbots is, in fact, a reflection of their training 
data. Therefore, variations in the training data can lead to 
differences in the results.

In the current study, the majority of chatbot responses 
to FAQs of patients acquired excellent scores (4–5). It 
should be noted that, unlike the present study, ChatGPT 
had a poor performance in responding to professional 
and clinical questions regarding dental prostheses in a 
study by Freire et al. [33] Therefore, it appears that chat-
bots are more capable of responding to general questions 

of patients, pointing to their high potential as a patient 
education tool. Consistent with the present results, other 
studies in other dental fields, such as orthodontics and 
periodontics, reported high accuracy and quality of AI 
chatbot responses to FAQs of patients [34–37]. Nonethe-
less, the provision of healthcare information is a highly 
sensitive task, since incorrect and misleading informa-
tion can be harmful. Therefore, despite their effective-
ness, their precise and systematic quality assessment is 
imperative.

In the assessment of the readability of the responses, 
Google Gemini was superior to other chatbots, according 
to both the FKGL and FRE in the present study. In other 
words, Google Gemini not only showed a superior per-
formance but also gave responses with higher readability. 
Studies on this topic in different fields have reported con-
flicting results. Behers et al. [51] reported that ChatGPT 
acquired the lowest readability score regarding cardiac 
catheterization, and the responses of other chatbots were 
significantly more readable. However, another study on 
appendicitis found no significant difference in readability 
between ChatGPT and Gemini [48]. This difference may 
be due to differences in the training data of chatbots in 
different fields of specialty. Further studies are warranted 
in this regard to resolve this controversy.

The overall readability level of the responses of the 
chatbots to FAQs regarding prosthodontics was unfavor-
able in the current study. Figure  2 shows the frequency 
distribution of the readability scores of the chatbot 
responses. Almost all responses had an unfavorable 
readability level according to the suggested level by the 
National Institute of Health [46]. Moreover, considering 
the FRE scores of the chatbots, the readability of Chat-
GPT and Copilot was at the 10th to 12th grade level, 
while the readability of Gemini was at the 8th to 9th 
grade level. Further, Alshehri et al. [52] reported difficult 
readability scores and poor quality of information avail-
able on the Internet regarding dental prostheses. Unlike 
their findings, the quality of information of chatbots was 
found to be high in the present study; however, difficult 
readability can prevent a wide range of patients from 
benefitting from such information. Therefore, attempts 
should be made to improve the readability level of the 
chatbot responses in their next versions.

In this study, two well-established readability for-
mulas were used to provide an objective assessment of 
the text difficulty of the AI chatbot Responses. Previ-
ous studies have also utilized FKGL and FRE in differ-
ent fields. In appendicitis, Ghanem et al. [53] reported 
difficult FKGL and FRE scores of AI responses ranging 
from a high school student to a college graduate level. 
Similarly, Onder et al. [41] found that AI responses to 
pregnancy-related hyperthyroidism required college-
level education for an adequate understanding. Further, 
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another study used FKGL and FRE to assess the readabil-
ity of the responses of chatbots in orthodontics. Unfa-
vorable difficulty was similarly reported in the results of 
this study [30]. These findings suggest that the readabil-
ity challenges of AI-generated content are not confined 
to prosthodontics alone. Measures should be taken to 
address this gap in the performance of AI chatbots as a 
patient education tool.

While readability metrics provide valuable insights 
into the complexity of chatbot-generated responses, they 
do not directly measure patient comprehension. Stud-
ies show that an individual’s health literacy could impact 
their understanding of patient education materials. Gieg 
et al. [54] showed in their study that patients with low 
health literacy may struggle to comprehend educational 
materials written at higher readability levels, limiting 
their ability to make informed health decisions. More-
over, Low health literacy has been associated with poorer 
comprehension of health information and subsequent 
negative health outcomes [55]. Although readability for-
mulas provide an objective, standardized assessment of 
text difficulty, patient comprehension is multifaceted and 
extends beyond readability alone. Individuals with lower 
health literacy may struggle to interpret even moderately 
readable content. This underscores the need for further 
research on comprehension-based evaluation. Future 
studies should explore how AI chatbots can adapt their 
responses dynamically to suit different literacy levels.

Although this study employed a controlled, unbi-
ased approach by assessing the chatbots’ responses 
with no prior prompt, real-world patient interactions 
are often more dynamic. The performance of chatbots 
highly depends on the type of prompt. Patients may 
engage in multi-turn conversations, where previous 
exchanges influence subsequent responses [56]. Addi-
tionally, chatbots with contextual memory may adapt 

their answers based on earlier prompts within the same 
session. Weight et al. [57] reported that when they asked 
ChatGPT for further explanation, the FKGL score sig-
nificantly increased, and the readability of the responses 
significantly improved with no change in accuracy. 
Nonetheless, techniques to receive better feedback from 
AI models, known as prompt engineering, need to be 
taught, although public education in this respect appears 
to be highly difficult. Therefore, developing chatbots for 
patient education and health literacy promotion can 
help eliminate the shortcomings and limitations of pub-
lic chatbots in this respect. Future research should con-
sider studying chatbot responses in simulated real-world 
interactions, including multi-turn dialogues and context-
aware responses, to further explore their performance in 
patient education and healthcare applications.

This study is among the first to comprehensively evalu-
ate both the readability and quality of chatbot responses 
in prosthodontics. By assessing three leading AI chatbots 
and utilizing well-established metrics, we provide valu-
able insights into their applicability for patient educa-
tion. However, we acknowledge some limitations. In the 
present study, only two examiners evaluated the quality 
of the responses; benefitting from the opinion of a higher 
number of experts from different academic institutes and 
universities can decrease bias and aid in achieving a con-
sensus regarding the performance of AI chatbots.

The modified GQS was used for quality assessment in 
this study; although it is a well-known, reliable tool for 
this purpose, it has not been exclusively designed for the 
assessment of the performance of AI models. Developing 
a suitable tool for this particular purpose would greatly 
help in a more precise assessment of the performance of 
AI chatbots, enabling better comparison of the results.

While Google Trends and Google Search provide 
valuable insights into public interest, they may not fully 

Fig. 2  Distribution of Flesch Kincaid Grade Level (FKGL) and Flesch Reading Ease (FRE ) scores of AI chatbot responses to FAQs: The horizontal dashed line 
indicates the desirable readability level according to the National Library of Health
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capture clinical inquiries made by patients in dental set-
tings, where spoken communication differs from online 
search behavior. Additionally, the expert validation pro-
cess of the FAQs, although crucial for ensuring clinical 
relevance, inherently involves a degree of subjectivity 
that could introduce selection bias. Future studies could 
enhance the representativeness of FAQs by incorporating 
direct patient surveys, conducting interviews in clinical 
settings, and expanding the expert panel to include spe-
cialists from diverse practice backgrounds.

Conclusion
Comparison of the three pioneer AI chatbots revealed 
the superiority of Google Gemini in terms of both qual-
ity and readability. All three chatbots had acceptable 
quality despite giving occasional irrelevant answers. 
However, their responses had difficult readability. Con-
versational chatbots with their unique capability in mim-
icking human language can revolutionize public access to 
healthcare information. Despite some limitations, these 
chatbots have high potential for replacement or improve-
ment of traditional methods of responding to patient 
questions. Similar future studies can provide more evi-
dence and pave the way for more reliable application of 
AI chatbots for patient education.
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