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Abstract
Background  Intraoral scanners (IOS) facilitate dental treatment, but the efficacy in full-arch scanning remains 
controversial. The aim of this study was to compare arch deformations between conventional impressions (CIs) and 
digital impressions (DIs) across six distinct spans in the maxillary and mandibular models, using the absolute linear 
deviation method.

Methods  Standard maxillary and mandibular models, each with seven cylindrical landmarks added, were used as the 
reference. CIs and DIs as test scans (n = 15 each) were performed on the models using silicone impression material 
and three IOSs: CS3600, Trios3, and Trios5. The trueness of the distances and angles between the remaining cylinders 
and initial scanning cylinder were evaluated. Data were analyzed using the Kruskal-Wallis and One-way ANOVA tests, 
with the Bonferroni test for post hoc analysis (α = 0.05).

Results  Deviations of DIs increased gradually from smaller spans to full-arch spans, while deviations of CIs remained 
stable. Within a 5-tooth-units, DIs provided superior trueness compared to CIs (P < 0.05), except for ΔL8, where the 
results from four impression methods were comparable (P = 0.28). For other measurements, CIs exhibited significantly 
better trueness than three IOSs (P < 0.05).

Conclusions  The current accuracy of IOSs was insufficient for full-arch applications, but suitable for short scan ranges 
(fixed prostheses within a 5-unit span).

Keywords  Intraoral scanners, Scanning spans, Absolute linear deviation method, Trueness

Evaluating the feasibility of conventional 
and digital impressions of full-arch by the 
absolute linear deviation method: an in vitro 
study
Jianhua Ji1,3†, Luming Wei2†, Xuzhe Zha3, Huiying Guo2 and Penglai Wang2,3*

http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12903-025-06068-1&domain=pdf&date_stamp=2025-5-13


Page 2 of 9Ji et al. BMC Oral Health          (2025) 25:720 

Background
With the rise of digital concepts in dentistry, intraoral 
digital impressions (DIs) have become increasingly prev-
alent. Compared to conventional impressions (CIs), DIs 
offer several advantages, including enhanced comfort, 
higher efficiency, and improved patient-doctor commu-
nication [1–3]. Additionally, the integration of chairside 
computer-aided design and computer-aided manufactur-
ing (CAD/CAM) with IOSs can significantly accelerate 
the restorative treatment process [4, 5]. As a result, the 
use of IOSs to capture DIs will become a trend.

Chen et al. [6] reported the that scan spans affected the 
accuracy of the IOSs. It had been confirmed that single-
crown and short-span scans were more accurate than CIs 
[7–10], and that half-arch scans were more accurate than 
full-arch scans [6, 11, 12]. It was largely due to the limited 
field of view (FOV) of the scanning head, which requires 
IOSs to use a best-fit algorithm to align and stitch the 
acquired sequential images to reconstruct the dental sur-
face. During this process, stitching errors progressively 
accumulated as the span increased, leading to a decrease 
in accuracy toward the latter part of the scan [13, 14].

Recent studies have evaluated the accuracy of full-arch 
scans using various methods [10, 15–21], including the 
best-fit method and the absolute linear deviation method. 
The best-fit method involved a three-dimensional visual-
ization of the test scan superimposed on the reference 
scan for comparison [22], utilizing a sampling volume 
of thousands of points. However, this approach could 
introduce errors due to the high sampling density, where 
pixels at non-identical locations could be incorrectly 
aligned, leading to an underestimation of accuracy [23]. 
In contrast, the absolute linear deviation method pro-
vided a precise quantitative assessment of the distances 
between specific points on the model surface, without 
relying on global fitting, thereby minimizing errors. Lyu 
et al. [24] compared the two methods in terms of accu-
racy assessment and found the absolute linear deviation 
method to be more sensitive.

Standard geometric objects are often used as refer-
ences for evaluating the accuracy of full-arch scanning. 
Braian et al. [15] evaluated the accuracy of various IOSs 
by using five cylinders as landmarks across the full-arch. 
However, their anterior landmarks were detached from 
the dentition and did not accurately represent the true 
anterior deformations. Kuhr et al. [19] used prefabricated 
metal-assisted spheres fixed to the mandibular denti-
tion and compared the accuracy between DIs and CIs. 
However, the four spheres were scattered, failing to cap-
ture the changes in accuracy across different spans of the 
impressions.

The present study extended previous research by add-
ing seven cylindrical landmarks to both the maxillary 
and mandibular models. This addition facilitated more 

detailed segmentation and enabled precise measure-
ments across six distinct spans. This study aimed to 
assess the differences in trueness between CIs and three 
IOSs across various spans. The null hypothesis was that 
all four impression techniques would demonstrate com-
parable trueness at any given span within the full-arch.

Methods
Design and fabrication of the master model
The standard tessellation language (STL) files of the stan-
dard maxillary and mandibular models were imported 
into the reverse engineering software (Studio 2014, Geo-
magic, Morrisville, NC, USA). Cylindrical landmarks 
were then placed at the positions of the second molar, 
second premolar, canine, and mesial incisors at the mid-
line, with a diameter of 4 mm and a height of 3 mm above 
the dentition. The maxillary landmarks were labelled 
A-G from left to right, while the mandibular landmarks 
were labelled H-N from right to left. The experimen-
tal models were subsequently manufactured using a 3D 
printer (AccuFab-L4D, Xianlin 3D, Hangzhou, China) 
with 50 μm tolerance and AccuFab DM12 resin (Xianlin 
3D, Hangzhou, China) (Fig. 1).

Scanning procedure
All scanners were calibrated according to the manufac-
turer’s guidelines before scanning. The two models were 
then scanned using three IOSs (CS3600 (Carestream 
Dental, Rochester, USA) with software version 
7.0.23.0.d2; Trios3 (3Shape, Copenhagen, Denmark) with 
software version 1.7.82.5; and Trios5 (3Shape, Copenha-
gen, Denmark) with software version 1.7.83.0.) (Table 1) 
following the recommended scanning strategies provided 
by the manufacturer. In the maxillary model, the scanning 
procedure encompassed the occlusal and incisal surfaces 
from the left to the right second molars, followed by the 
lingual and buccal surfaces. In the mandibular model, the 
scanning began at the right second molars and followed 
the same strategy of the maxilla. (Fig. 2). Each maxillary 
and mandibular model was scanned 15 times. The mod-
els were then digitalized using a dental laboratory scan-
ner (CERAMILL MAP 600; Amann Girrbach, Germany) 
to obtain reference scans, which were exported in STL 
format. The digital models were checked for deficiencies, 
with re-scanning performed if necessary. All procedures 
were conducted under consistent scanning conditions 
(ambient light, temperature, and humidity).

Conventional impression
Disposable plastic trays of appropriate size were selected, 
and polyvinyl siloxane impressions (Silagum-Light/
Silagum-MixStar Putty Soft; DMG Medical Devices) 
were taken using a two-step impression technique at 
room temperature. After setting for half an hour, the 
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impressions were poured with type IV gypsum. Follow-
ing the complete setting of the stone, the maxillary and 
mandibular cast were scanned and digitized using a den-
tal laboratory scanner. This procedure was repeated 15 
times to generate STL files, which were then exported. 
All impressions were made by one dentist with extensive 
experience in full-arch conventional and digital impres-
sion making.

Processing of scan data
The STL files of the reference and test scans were 
imported into the Geomagic Studio 2014 software. The 
cylindrical structure in the scan data was selected using 
the Mark function, and cylindrical features were created 
based on the marked surface using the best-fit cylinder 
function (Fig.  3A). Next, the Convert function was uti-
lized to convert the features into standard cylindrical 

objects, which were imported into forward engineering 
software (3-matic Research 11.0, Materialise, Belgium) to 
create the top surface centers and axes (Fig. 3B).

For the maxillary model, the leftmost landmark (A) 
was selected as the reference. The linear distances from 
the center of the top surface of each remaining landmark 
to the center of the reference landmark were calculated 
and labelled as L1–L6. Additionally, the angles between 
the axis of each landmark and the axis of the reference 
landmark were calculated and labelled as A1–A6. For the 
mandibular model, the rightmost landmark (H) was cho-
sen as the reference. The same method was applied as the 

Table 1  The general information of IOSs used in this study
IOS Producer Technol-

ogy of 
acquisition

Powder Colour Software 
Version

CS 
3600 
®

Carestream 
Dental, 
Atlanta, 
Georgia, 
USA

Structured 
light-Active 
Speed 3D 
Video™

No Yes 7.0.23.0.d2

Trios 
3 ®

3-Shape, Co-
penhagen, 
Denmark

Structured 
light-
Confocal 
microscopy 
and Ultrafast 
Optical 
Scanning™

No Yes 1.7.82.5

Trios 
5 ®

3-Shape, Co-
penhagen, 
Denmark

Structured 
light-
Confocal 
microscopy 
and Ultrafast 
Optical 
Scanning™

No Yes 1.7.83.0

Fig. 2  Schematic diagram of the full-arch scanning strategy. The letters A-
G/H-N indicate the position of landmarks in the maxillary and mandibular 
models respectively

 

Fig. 1  The 3D printed resin experimental models with cylindrical landmarks. A. Maxillary experimental model. B. Mandibular experimental model
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maxillary model, with the linear distances defined as L7–
L12 and the angles defined as A7–A12.

According to ISO 5725-1, trueness refers to the close-
ness between the test data and the reference data. The 
linear difference (ΔLi =|Li-Li’|) and the angular differ-
ence (ΔAi =|Ai-Ai’|) between the test and reference STL 

files for each landmark were used to determine the true-
ness in this study (Fig. 4).

Statistical analysis
Based on the results of pre-experimentation, a sample 
size of n = 15 per group was sufficient to produce a Type 

Fig. 4  Schematic diagram of the trueness evaluation, using the mandibular model as an example. A. Calculation of the point-to-point distances (Li) 
and line-to-line angles (Ai) between the remaining cylinders and the initial scanning cylinder. The linear and angular deviations between the I and H 
landmarks were recorded as L7 and A7. B. Value of linear deviations (ΔLi) between test (Li) and reference (Liʹ) STL files. C. Value of angular deviations (ΔAi) 
between test (Ai) and reference (Aiʹ) STL files

 

Fig. 3  Processing of scan data. A. Landmarks in STL data were fitted to standard cylinder geometry. B. Create top center and axis for each standard cylin-
der object. STL, standard tessellation language
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I error rate of 0.05 and power more than 80%. Statistical 
analysis was performed using SPSS 22.0 (IBM Corpora-
tion, Armonk, NY, USA). Descriptive statistics are shown 
as mean (SD) and median [IQR]. The Shapiro-Wilk test 
and Levene’s test were used to assess the normality of the 
data and the homogeneity of variances, respectively. The 
results indicated that the linear deviation data followed 
a non-normal distribution, whereas the angular devia-
tion data exhibited normality and homogeneity of vari-
ance. Therefore, the Kruskal-Wallis test was employed to 
analyze the differences in linear deviations (ΔL1-ΔL12), 
while one-way ANOVA was used to evaluate the dif-
ferences in angular deviations (ΔA1-ΔA12). Post hoc 
analyses were performed using the Bonferroni test with 
a significance level set at α = 0.05. This in vitro study did 
not require ethical approval.

Results
The results for the linear and angular deviations, based 
on an analysis of a total of 120 scans of maxillary and 
mandibular impressions taken by the four impression 
approaches, were presented in Tables  and.

Figure 5 illustrates the linear deviations of four impres-
sion techniques across different spans of the maxillary 
and mandibular medels. For ΔL1, ΔL2, and ΔA7, no sig-
nificant differences in trueness were observed among 
the three IOSs (P > 0.05), all of which outperformed CIs 
(P < 0.05). For ΔL8, no significant differences in true-
ness were found among four techniques (P = 0.28). For 
ΔL4-ΔL6, CIs showed superior trueness compared to 
the three IOSs (P < 0.001), with no significant differ-
ences among the IOSs themselves (P > 0.05). Regarding 
ΔL11 and ΔL12, CS3600 and Trios5 were comparable 
(P > 0.05), both superior to Trios3 (P < 0.05), but inferior 
to CIs (P < 0.05).

Table 2  The median and IQR of linear trueness (µm) for four impression techniques
Scan
span

Group P value
CS3600 Trios3 Trios5 CI

ΔL1 18.80[16.70–23.90]b 11.70[9.20-16.58]b 15.90[10.25–17.70]b 36.80[24.82–45.37]a < 0.001*

ΔL2 28.20[25.75–34.50]b 22.60[18.05–28.45]b 25.90[17.35–33.20]b 35.25[25.31–47.30]a 0.016
ΔL3 57.85[51.20–63.00]b 72.50[63.90-80.85]a 68.00[59.50-80.05]a 31.34[20.94–51.84]c < 0.001*

ΔL4 86.50[80.83–92.31]a 94.80[71.65-108.15]a 90.70[80.60-106.50]a 33.90[21.88–49.40]b < 0.001*

ΔL5 125.65[119.60-129.30]a 148.80[126.15–160.10]a 137.90[132.20-152.65]a 46.68[36.30-64.49]b < 0.001*

ΔL6 201.10[197.30-207.20]a 215.20[176.55-230.65]a 209.20[192.25-221.95]a 58.54[43.94–78.67]b < 0.001*

ΔL7 19.85[14.63-25.00]b 14.60[11.40–20.80]b 15.30[11.75–21.10]b 35.21[24.40-40.94]a < 0.001*

ΔL8 31.70[28.25–34.45]a 23.40[19.25–28.20]a 27.20[21.55–38.75]a 34.12[21.34–42.29]a 0.28
ΔL9 61.00[57.20-76.65]b 90.30[82.30-97.45]a 71.30[61.70-79.45]b 31.16[20.83–37.40]c < 0.001*

ΔL10 96.10[90.25–106.10]b 146.60[122.95–150.90]a 130.10[112.35-150.15]a 32.45[19.78–46.03]c < 0.001*

ΔL11 146.50[132.70-155.55]b 177.10[165.15-212.55]a 156.50[142.20-195.90]b 43.21[31.40-56.71]c < 0.001*

ΔL12 217.30[212.20-225.05]b 258.80[234.25–277.10]a 223.10[207.05-247.75]b 59.32[51.82–72.43]c < 0.001*

IQR interquartile range; * Indicates significant difference (P < 0.01)

Lowercase letters indicate significant differences between different scanners

Fig. 5  Comparison of the linear deviations for each scanner according to the scan span. A. Linear deviations of the maxillary model at different spans. B. 
Linear deviations of the mandibular model at different spans
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Figure 6 illustrates the angular deviations of the max-
illary and mandibular models. For ΔA1, ΔA2, ΔA7, and 
ΔA8, the three IOSs significantly outperformed CIs 
(P < 0.05). Conversely, for ΔA3-ΔA6 and ΔA9-ΔA12, CIs 
demonstrated superior trueness compared to the IOSs 
(P < 0.05) (See Table 3).

Discussion
This study compared the differences in arch deformations 
among four impression techniques across six different 
spans in the maxilla and mandible by the absolute lin-
ear deviation method. The experimental results revealed 
significant differences in linear and angular deviations 
across all spans, except for ΔL8 in the mandible. There-
fore, the null hypothesis was partially rejected.

Trueness was a critical reference value for fixed restora-
tions [25]. It was recommended that scanning deviations 
of IOS should be limited to 100 μm [26, 27]. Exceeding 

the recommended threshold may result in biologic com-
plications and mechanical complications, such as plaque 
retention, related periodontal problems and porcelain 
cracking [28, 29], which could compromise long-term 
treatment outcomes. In the present study, the linear 
deviations of DIs within a 3-unit scan range (measured as 
ΔL1 and ΔL7) were less than 20 μm, which was compa-
rable to the results of a similar experiment [15], and the 
accuracy of the CIs was less accurate than DIs in the same 
range (ΔL1:36.80  μm; ΔL7:35.21  μm). It indicated that 
the IOS could achieve high scanning trueness within a 
3-unit span. To our knowledge, no studies had measured 
linear deviations between second molar and canine, leav-
ing a gap in the accuracy of 5-unit span comparisons. 
The present study found that CS3600, Trios3, and Trios5 
exhibited significantly better ΔL2 trueness (28.20, 22.60, 
and 25.90  μm, respectively) than CIs (35.25  μm), while 
ΔL8 trueness (31.70, 23.40, and 27.20  μm, respectively) 
was comparable to that of CIs (34.12 μm). Furthermore, 
for angle deviations within a 5-unit span of the max-
illa and mandible (ΔA1, ΔA2, ΔA7, ΔA8), the trueness 
of the three DIs was within 0.3°, while all CIs exceeded 
0.3°(P < 0.05).

Previous studies have demonstrated that the accuracy 
of IOSs decreased as the scanning span increased [6, 
30]. Our findings were consistent with this trend. For the 
maxilla, when scanning beyond the midline to the con-
tralateral canine (ΔL4), the trueness of the three IOSs 
remained below 100  μm, indicating an acceptable scan-
ning range for restorative purposes of up to 9-units. In 
contrast, for the mandible, the trueness of ΔL10 for Trios 
3 (146.60  μm) and Trios 5 (130.10  μm) both exceeded 
100 μm, while the trueness ΔL10 for CS 3600 (96.10 μm) 
was also close to 100 μm. It could be attributed to the fact 
that the teeth in the mandibular anterior region, charac-
terized by small, similar profiles and sharp edges, could 

Table 3  The mean and SD of angular trueness (°) for four 
impression techniques
Scan 
span

Group P value
CS3600 Trios3 Trios5 CI

ΔA1 0.20 ± 0.07b 0.14 ± 0.05b 0.16 ± 0.07b 0.30 ± 0.10a < 0.001*

ΔA2 0.23 ± 0.10b 0.20 ± 0.06b 0.22 ± 0.09b 0.31 ± 0.08a 0.007*

ΔA3 0.50 ± 0.12a 0.52 ± 0.15a 0.48 ± 0.12a 0.37 ± 0.18b 0.03
ΔA4 0.63 ± 0.16a 0.65 ± 0.17a 0.61 ± 0.12a 0.35 ± 0.15b < 0.001*

ΔA5 0.73 ± 0.10a 0.74 ± 0.15a 0.64 ± 0.16a 0.37 ± 0.16b < 0.001*

ΔA6 0.92 ± 0.15c 1.49 ± 0.14a 1.27 ± 0.20b 0.45 ± 0.16d < 0.001*

ΔA7 0.22 ± 0.07b 0.17 ± 0.06b 0.18 ± 0.09b 0.33 ± 0.11a < 0.001*

ΔA8 0.27 ± 0.08b 0.19 ± 0.09b 0.21 ± 0.07b 0.35 ± 0.13a < 0.001*

ΔA9 0.58 ± 0.11a 0.57 ± 0.14a 0.55 ± 0.14a 0.34 ± 0.15b < 0.001*

ΔA10 0.70 ± 0.09b 0.86 ± 0.11a 0.81 ± 0.16a 0.37 ± 0.16c < 0.001*

ΔA11 0.82 ± 0.1c 1.19 ± 0.18a 1.02 ± 0.16b 0.37 ± 0.13d < 0.001*

ΔA12 1.15 ± 0.08c 1.66 ± 0.15a 1.29 ± 0.16b 0.46 ± 0.14d < 0.001*

SD standard deviation; * Indicates significant difference (P < 0.01)

Lowercase letters indicate significant differences between different scanners

Fig. 6  Comparison of the angular deviations for each scanner according to the scan span. A. Angular deviations of the maxillary model at different spans. 
B. Angular deviations of the mandibular model at different spans
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degrade the image quality and propagate errors to subse-
quent scans [31]. Furthermore, this region is located on 
the turning point, which could further reduce the accu-
racy of image stitching during scanning [17, 32]. Based 
on the aforementioned results, the acceptable scanning 
range for restoration was limited to 7-units in the man-
dibular arch for both Trios 3 and Trios 5.

Further analysis revealed that the terminal deviations 
(ΔL6 and ΔL12) reached 200 μm for all IOSs, which were 
comparable to the results reported in a study of dentate 
human cadaver [21]. In the maxilla, CS 3600, Trios 3, and 
Trios 5 exhibited no significant differences in trueness 
of ΔL6. However, in the mandible, CS 3600 and Trios 5 
showed comparable accuracy and outperformed Trios 
3. Notably, CS 3600 exhibited the best linear and angu-
lar trueness in both maxillary and mandibular terminal 
scans, aligning with findings from several in vitro experi-
ments [10, 18, 33]. Additionally, Trios 5 (software version 
1.7.83.0) demonstrated superior performance compared 
to Trios 3 (software version 1.7.82.5) in both ΔL12 and 
ΔA12 trueness, which could be due to hardware and soft-
ware upgrades [34–36]. Although scan span significantly 
affects the accuracy of IOS, several additional methods 
have been proven effective in improving full-arch scan-
ning accuracy, such as using assistive devices during the 
scanning process, segmentation strategies, or a com-
bination of IOS data with desktop scanning [37–39]. 
In both the maxilla and mandible, the linear trueness 
of CIs across six spans maintained within the range of 
30–60 μm, all of which were within the acceptable devia-
tion range. These findings aligned with those reported 
by Nagy et al. [21]. Meanwhile, the angular deviations 
ranged from 0.3°-0.5°, indicating that the spans had a lim-
ited effect on the CIs, with deviations almost uniformly 
distributed across the impression.

The primary limitation of this study was its in vitro 
nature. The absence of factors such as saliva, temperature 
changes, soft tissue displacement, and lighting variations 
[40–42], as well as the fact that all scans were performed 
by a single operator [43], could have a potential impact 
on the scanning process and accuracy. Additionally, since 
trueness is a critical reference value for fixed prosthodon-
tic restorations [25], this study does not include precision 
assessment. However, it has been shown that reproduc-
ibility across multiple scans is also an important consid-
eration in clinical practice, as the algorithms employed by 
IOSs may introduce variability between scans [44]. In this 
study, we incorporated cylindrical landmarks to facilitate 
measurements. However, this approach is not feasible 
in vivo conditions, and the added structures may have a 
potential influence on the scanning performance of the 
IOS [45]. The methodology selected for this study was 
based on the absolute linear deviation method. Although 
this approach offers certain advantages over Root Mean 

Square (RMS) calculations, such as avoiding the averag-
ing of discrepancies, it is limited by its inability to cap-
ture three-dimensional deformations [46]. Given that 
deviations may involve six degrees of freedom, and the 
absolute linear deviation method primarily focuses on 
selected points rather than the overall scanning deforma-
tion, more scientifically robust evaluation methods, such 
as the novel approach proposed by Vág et al. [47] or the 
virtual fitting technique [27], should be considered for 
future investigations.

Conclusions
Within the limitations of the present in vitro study, the 
following conclusion could be drawn:

DIs are comparable or even superior to CIs within 
5-units. Moreover, under clinically acceptable scanning 
deviations, the CS3600 is recommended for up to 9-units 
in both the maxilla and mandible, while the Trios3 and 
Trios5 are suitable for 9-unit maxillary and 7-unit man-
dibular impressions.
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